**SMS Spam Classification**

# Download The Dataset Import The Required Library

*#importing the reqired Library*

import numpy as np import pandas as pd

import matplotlib.pyplot as plt import seaborn as sns

import tensorflow as tf from tensorflow import keras

from tensorflow.keras import layers

# Read the Dataset

*# Reading the data*

df = pd.read\_csv("/content/spam.csv",encoding='latin-1') df.head()

v1 v2 Unnamed: 2

\

0 ham Go until jurong point, crazy.. Available only ... NaN

1 ham Ok lar... Joking wif u oni... NaN

2 spam Free entry in 2 a wkly comp to win FA Cup fina... NaN

3 ham U dun say so early hor... U c already then say... NaN

4 ham Nah I don't think he goes to usf, he lives aro... NaN

Unnamed: 3 Unnamed: 4

|  |  |  |
| --- | --- | --- |
| 0 | NaN | NaN |
| 1 | NaN | NaN |
| 2 | NaN | NaN |
| 3 | NaN | NaN |
| 4 | NaN | NaN |

df = df.drop(['Unnamed: 2','Unnamed: 3','Unnamed: 4'],axis=1)

df = df.rename(columns={'v1':'label','v2':'Text'})

df['label\_enc'] = df['label'].map({'ham':0,'spam':1}) df.head()

label Text label\_enc

1. ham Go until jurong point, crazy.. Available only ... 0
2. ham Ok lar... Joking wif u oni... 0
3. spam Free entry in 2 a wkly comp to win FA Cup fina... 1
4. ham U dun say so early hor... U c already then say... 0
5. ham Nah I don't think he goes to usf, he lives aro... 0

sns.countplot(x=df['label']) plt.show()

![](data:image/png;base64,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)

*# Find average number of tokens in all sentences* avg\_words\_len=round(sum([len(i.split()) **for** i **in** df['Text']])/len(df['Text'])) print(avg\_words\_len)

15

*# Splitting data for Training and testing*

from sklearn.model\_selection import train\_test\_split

X, y = np.asanyarray(df['Text']), np.asanyarray(df['label\_enc']) new\_df = pd.DataFrame({'Text': X, 'label': y})

X\_train, X\_test, y\_train, y\_test = train\_test\_split(

new\_df['Text'], new\_df['label'], test\_size=0.2, random\_state=42)

X\_train.shape, y\_train.shape, X\_test.shape, y\_test.shape ((4457,), (4457,), (1115,), (1115,))

**def** word\_count\_plot(data):

*# finding words along with count*

word\_counter = collections.Counter([word **for** sentence **in** data **for**

word **in** sentence.split()])

most\_count = word\_counter.most\_common(30) *# 30 most common words # sorted data frame*

most\_count = pd.DataFrame(most\_count, columns=["Word", "Count"]).sort\_values(by="Count")

most\_count.plot.barh(x = "Word", y = "Count", color="green", figsize=(10, 15))

# Create a Model

from sklearn.feature\_extraction.text import TfidfVectorizer from sklearn.naive\_bayes import MultinomialNB

from sklearn.metrics import classification\_report,accuracy\_score

tfidf\_vec = TfidfVectorizer().fit(X\_train) X\_train\_vec,X\_test\_vec = tfidf\_vec.transform(X\_train),tfidf\_vec.transform(X\_test)

baseline\_model = MultinomialNB() baseline\_model.fit(X\_train\_vec,y\_train)

MultinomialNB()

ham\_words = '' spam\_words = ''

*#creating an embedding layer*

*# load the whole embedding into memory*

embeddings\_index = dict()

f = open("/content/spam.csv")

**for** line **in** f:

values = line.split() word = values[0]

coefs = np.asarray(values[1:], dtype='float32') embeddings\_index[word] = coefs

f.close()

print('Loaded %s word vectors.' % len(embeddings\_index))

----------------------------------------------------------------------

-----

UnicodeDecodeError Traceback (most recent call last)

<ipython-input-8-ad0b3449a723> in <module>

* 1. embeddings\_index = dict()
  2. f = open("/content/spam.csv")

----> 6 for line in f:

1. values = line.split()
2. word = values[0]

/usr/lib/python3.7/codecs.py in decode(self, input, final)

1. # decode input (taking the buffer into account)
2. data = self.buffer + input

--> 322 (result, consumed) = self.\_buffer\_decode(data, self.errors, final)

1. # keep undecoded input until the next call
2. self.buffer = data[consumed:]

UnicodeDecodeError: 'utf-8' codec can't decode bytes in position 606- 607: invalid continuation byte

import pandas as pd import numpy as np import re

import collections import seaborn as sns

import matplotlib.pyplot as plt plt.style.use('dark\_background') import nltk

from nltk.stem import WordNetLemmatizer from nltk.corpus import stopwords import warnings

warnings.simplefilter(action='ignore', category=Warning) import keras

from keras.layers import Dense, Embedding, LSTM, Dropout from keras.models import Sequential

from keras.preprocessing.text import Tokenizer import pickle

**for** val **in** data[data['label'] == 'spam'].text: text = val.lower()

tokens = nltk.word\_tokenize(text)

**for** words **in** tokens:

spam\_words = spam\_words + words + ' '

----------------------------------------------------------------------

-----

NameError Traceback (most recent call last)

<ipython-input-6-ed68ec7f9b51> in <module>

----> 1 for val in data[data['label'] == 'spam'].text:

* 1. text = val.lower()
  2. tokens = nltk.word\_tokenize(text)
  3. for words in tokens:
  4. spam\_words = spam\_words + words + ' '

NameError: name 'data' is not defined

from sklearn.preprocessing import LabelEncoder

lb\_enc = LabelEncoder()

y = lb\_enc.fit\_transform(data["SpamHam"])

tokenizer = Tokenizer() *#initializing the tokenizer* tokenizer.fit\_on\_texts(X)

*# fitting on the sms data*

text\_to\_sequence = tokenizer.texts\_to\_sequences(X)

# Fit the model

*#fit the model* history=model.fit(sequences\_matrix,Y\_train,batch\_size=20,epochs=15, validation\_split=0.2)

# Save the model

*#save the model*

model.save('A4Spam\_sms\_classifier.h5')

# Compile the Model

*#compile the model*

model.compile(loss='binary\_crossentropy',optimizer=Adam(),metrics=['ac curacy'])

# Test the model

test\_sequences = tok.texts\_to\_sequences(X\_test) test\_sequences\_matrix = keras.utils.pad\_sequences(test\_sequences,maxlen=max\_len) accr = model.evaluate(test\_sequences\_matrix,Y\_test) print('Test set\n Loss: {:0.3f}\n Accuracy:

{:0.3f}'.format(accr[0],accr[1]))